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Abstract

Experimental observation of ultrashort laser pulse effects on the au-
toionization dynamics of argon atoms - Within this work, electron dynam-
ics inside argon atoms are observed by probing the autoionizing states of argon
atoms, so-called window resonances, with both attosecond XUV and timed-delayed
few-cycle femtosecond NIR laser pulses, using attosecond transient absorption spec-
troscopy. The window resonances in the energy region of 25 - 29.3 eV are first
excited with the XUV pulse and then dressed by the NIR laser, where the natural
decay process of the states is greatly affected by the strong-field of the NIR pulse.
Preliminary results of the measurement are presented in this work, with a hypothet-
ical description of some of the effects that are present. A comparison has been made
with the experimental results from a paper publishing measurements of autoionizing
states with attosecond transient absorption spectroscopy for the first time, where
the same resonances were probed. The comparison is only partly possible due to
different experimental parameters and conditions, where more pronounced and new
effects have been observed in the here performed measurement.

Zusammenfassung

Experimentelle Beobachtung ultrakurzer Laserpulseffekte auf die Au-
toionisierungsdynamik von Argonatomen - In dieser Arbeit wird die Elek-
tronendynamik in Argonatomen mithilfe von attosekunden transienten Absorption-
sspektroskopie untersucht. Ein spezielles Augenmerk liegt dabei auf den Autoion-
isierungszustnden, den sogenannte Fensterresonanzen im Energiebereich zwischen 25
- 29,3 eV der Argonatome. Die Zustnde werden zunchst mit dem XUV-Puls angeregt
und wechselwirken dann mit dem NIR-Puls, wobei der natrliche Zerfallsprozess der
Zustnde durch das starke Feld des NIR-Pulses beeinflusst wird. Vorlufige Ergeb-
nisse der Messung werden in dieser Arbeit vorgestellt, mit einer hypothetischen
Beschreibung einiger der vorhandenen Effekte. Ein Vergleich wurde mit den ex-
perimentellen Ergebnissen einer anderen Verffentlichung gemacht, die Messungen
von denselben Autoionisierungszustnden mit attosekunden transienten Absorption-
sspektroskopie zum ersten Mal beschreibt. Der Vergleich ist nur bedingt mglich
aufgrund unterschiedlicher experimentellen Parameter und Bedingungen, wobei bei
der hier durchgefhrten Messung strkere und neue Effekte beobachtet wurden.
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Chapter 1

Introduction

When I first started learning about the microworld of atoms and molecules I was
driven right from the start to find out more about it, as I started to realize how dif-
ferently it is perceived and physically described from the more familiar and tangible
macroworld. Learning about the laws of quantum physics, that govern the world of
microscopic particles, I started diving in deeper into that world and tried to under-
stand the concepts and working principles of quantum mechanics. Understanding
the connection between quantum and classical physics by observing different phys-
ical processes, has taught me that there is more than one way to describe some
physical concepts depending on conditions of the physical system.

I have been fascinated by light phenomena early on as well, and the more I learned
the more I realized the influence and effects of electromagnetic waves, especially
lasers on the behavior of the particles they are interacting with. The light-matter
interaction has an abundance of different types of interactions, which produce a
multitude of phenomena which have a certain uniqueness, and many of them are
yet to be physically described, while new ones are emerging as the science makes
progress.

My work is dedicated to unraveling the mechanism of interaction between light
and atoms, specifically between a strong electromagnetic field and electrons bound
inside atoms. Electron dynamics inside atoms is happening on a timescale of fem-
toseconds or even attoseconds ,where 1 fs=10−15s and 1 as=10−18s. These belong
to the fastest processes that exist in nature. The atomic unit of time is about 24
as. Therefore atomic units are commonly used in this regime. In order to capture
such processes a probe just as fast is necessary. The probe has been found to be
the ultrashort laser pulse, which only lasts for a few femtoseconds or even has pulse
duration of attoseconds. There is a specific method for producing such ultrashort
pulses, described later in the thesis.

Different techniques exploit these ultrashort pulses in order to study how they
interact with a physical system. In our laboratory, they are interacting with an
ensemble of atoms or molecules in a gaseous state. We are using only one target
species at a time, since every chemical element has a particular behavior that is
unique to it and that needs to be investigated. I will describe our technique in
chapter 2. It is absorption spectroscopy that we use in order to observe the effects
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CHAPTER 1. INTRODUCTION 5

of interactions, where we have typical pump-probe mechanism, where there are two
different laser pulses, one being a pump that excites the system to some states and
the other being a time delayed probe that modifies the dynamics of de-excitation of
the system. There is the ability not only to capture but also to control processes
with these lasers, which can alter the properties of atoms and molecules. A ubiqui-
tous example is altering of the natural lifetime of some excited states of atoms and
molecules. It has been shown that interactions of electrons are highly dependent
on the laser intensity, and therefore a strong field is usually necessary in order to
impose significant changes to the investigated system. Many new insights have been
brought to light in recent years by studying different processes. Along the way,
many techniques for laser pulse characterization have been developed in order to
accurately describe laser pulse and its interaction with the system.

In the second chapter theoretical background will be given, which is chosen to
be of most importance for the following chapters of the thesis. The third chapter
describes our experimental setup in detail, where there is a section on the charac-
terizing the newly designed Kapton filter as part of my project. In this chapter
attosecond transient absorption is also introduced. The fourth chapter is focused
on the in-situ intensity calibration of our driving NIR laser, which is of importance
for future measurements. This also applies to the measurement performed in this
work, which constitutes chapter five as the main part of the thesis. The measure-
ments were performed in argon as target gas, where the autoionizing states of the
noble gas argon, so-called window resonances, are probed with the above mentioned
technique.



Chapter 2

Theoretical background

The most common approximation for the shape of the temporal envelope of a coher-
ent laser pulse and its transverse spatial profile is that they are Gaussian functions.
For a Gaussian pulse the relation between peak power P0 and pulse energy ε is given
by P0 = 0.94 · ε

τ
, where τ is the pulse duration. Pulse duration is normally defined

as the FWHM (full width at half maximum) of the optical power versus time.
The optical intensity is the optical power per unit area transmitted through an
imagined surface perpendicular to the propagation direction. Optical intensity and
power are normally taken as quantities averaged over one oscillation cycle. The
shape of the intensity profile of a laser beam is usually measured by a beam profiler.

A Gaussian transverse intensity profile of cylindrically symmetric laser beam is
given by

I(r) = I0e
−2( r

W
)2 (2.1)

where the radius W at I = I0
e2

is a measure of the beam size, I0 is the peak intensity.
The intensity of a pulsed laser beam is a function of both space and time. For a
Gaussian pulse, the intensity can be expressed as

I(r, t) =
1.88ε

πW 2τ
e−2(r/W )2e−4ln2(t/τ)2 (2.2)

The peak intensity at the center of the beam is

I0p =
1.88ε

πW 2τ
(2.3)

The formulas in this section are taken from [1].The smallest spot size a linearly
polarized laser beam can be focused to theoretically is half the laser wavelength due
to the diffraction from the limited aperture of the focusing optics. It was thought
that the shortest pulse that can be generated is one optical cycle, until sub-cycle
pulses were produced [2].

The electric field of a coherent optical pulse is given by:

ε(t) = E(t)cos[ω0t+ φ(t)] (2.4)

where E(t) is the amplitude (envelope), ω0 is the carrier (central) angular frequency,
and φ(t) is the temporal phase. A pulse is said to be Fourier transform limited when
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the temporal phase equals a constant or is a linear function of time.
A pulse is said to be chirped when its instantaneous frequency changes with time.
The instantaneous frequency is defined as:

ω(t) ≡ d

dt
[ω0t+ φ(t)] (2.5)

The pulse can be positively or negatively chirped depending on the chirp parameter,
which means that the instantaneous frequency increases or decreases with time,
respectively. This is depicted in figure 2.1.

In the frequency domain the electric field is obtained by performing a Fourier

Figure 2.1: Top two pulses are unchirped with two different CE phases (defined
below), and the bottom two are positively and negatively chirped pulses, where b is
the chirp parameter

transform of the field in the time domain

Ẽ(ω) =

∫
ε(t)e−iωtdt. (2.6)

and in general
Ẽ(ω) = U(ω)eiϕ(ω), (2.7)

where U(ω) is the spectral amplitude, and ϕ(ω) is the spectral phase. The inverse
Fourier transform brings the field back to the time domain

ε(t) =

∫
Ẽ(ω)eiωtdω. (2.8)

2.1 Ultrashort pulse dispersion

The well known Heisenberg time-energy uncertainty priniciple

∆t∆E ≥ h̄ (2.9)

which shows that the smaller the uncertainty in time the greater the uncertainty
in energy, and vice versa, manifests itself in the case of laser pulses. Here we have
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pulse duration and spectral bandwidth as observables in the uncertainty relation.
The time-bandwidth product of a pulse is the product of its temporal duration and
spectral width (in frequency space). Defined rather qualitatively as opposed to the
previous section, a bandwidth-limited optical pulse (or transform-limited pulse) is a
pulse which has the minimum possible pulse duration for a given spectral bandwidth,
or has a minimum possible spectral bandwidth for a given pulse duration. Such a
pulse has the smallest time-bandwidth product. This limitation is a consequence of
the uncertainty relation with the equality sign setting the lower limit. If an initially
transform-limited pulse propagates through a medium, its time-bandwidth product
can increase due to the influences of chromatic dispersion or nonlinearities.

Chromatic dispersion of an optical medium is a phenomenon that the phase ve-
locity and group velocity of light propagating in a transparent medium depend on
the optical frequency. It results mostly from the interaction of light with electrons
of the medium, but can also appear due to geometrical effects. The attribute ”chro-
matic” is used to distinguish it from other types of dispersion relevant for optical
fibers.
A frequency-dependent refractive index means that the phase velocities of each fre-
quency component of an ultrashort pulse are different. When a transform-limited
pulse propagates through a dispersive medium a quantity called spectral phase is
defined by

ϕ(ω) = −β(ω)L (2.10)

where L is the propagation length in the medium and the propagation constant,
which is the phase shift per unit length is

β(ω) =
ω

c
nI(ω) (2.11)

It can be expanded in a Taylor series

β(ω) = β(ω0) +
dβ

dω
|ω0(ω − ω0) +

1

2

d2β

dω2
|ω0(ω − ω0) + ... (2.12)

The first term is a constant phase shift which determines the phase delay of the
carrier wave. The phase velocity is νp = nI(ω)

c
= β(ω0)

ω0
. The derivatives of the

spectral phase, the so-called phase derivatives, are denoted by

GD =
dϕ(ω, L)

dω
|L,ω0

GDD =
d2ϕ(ω, L)

dω2
|L,ω0

TOD =
d3ϕ(ω, L)

dω3
|L,ω0

(2.13)

They are group delay(GD), group-delay dispersion (GDD), and third order disper-
sion (TOD). Figure 2.2 shows the effects of them on the carrier wave and envelope.
The shape of the pulse in the case of TOD is calculated numerically. Group velocity
dispersion (GVD) is defined as GVD = GDD/L. As you can see in the figure,
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Figure 2.2: Schematic showing the temporal effect of the first three phase derivatives
on the pulse structure. Taken from [3]

GVD or GDD is responsible for the pulse chirp, and TOD and higher-order terms
are responsible for creating additional structures as pre-pulses and post-pulses.
The carrier-envelope phase (CEP) is defined as the phase of the electric field at the

peak of the pulse envelope. It can be approximated by

CEP = ϕ(ω0, L)−GD · ω0 (2.14)

Figure 2.3: definition of carrier-envelope phase of a few-cycle optical
pulse. Taken from [4]

2.2 Ionization of atoms in intense laser fields

This section describes different types of ionization of atoms due to interaction with
a high-intensity laser pulse, where the regime of intensities of interest is 1012 − 1015

W/cm2. In the following many interesting phenomena that emerge in this strong
field regime are described.
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2.2.1 Ponderomotive potential

If we have a free electron exposed to an oscillating electric field, nonrelativistically
its motion is described by

me
dv

dt
= eE0cosωLt (2.15)

where me is the electron mass, ωL the laser frequency, E0 is the electric field ampli-
tude and v and e are the electron velocity and charge. The cycle averaged kinetic
energy of the electron Up inherent to this motion is called the ponderomotive po-
tential, and it can easily be calculated by

Up =<
1

2
mev

2 >=
e2E2

0

4meω2
L

=
e2I

2ε0cmeω2
L

(2.16)

The ponderomotive potential is a function of the laser intensity and frequency. Up
raises the ionization potential of an atom or molecule, so there is an effective poten-
tial Ieff = Ip + Up that needs to be overcome.

2.2.2 The Keldysh parameter

Nonlinear ionization of atoms by intense electromagnetic fields is described by
Keldysh theory, whose original work is found in [5]. It is usually applied to low-
frequency fields, which means that the ionization potential Ip is much larger than
the photon energy h̄ω, i.e. the multiquantum parameter is large:

K0 = Ip/h̄ω � 1. (2.17)

An independent dimensionless parameter was introduced by Keldysh and is known
as the Keldysh parameter:

γ =
ωL
√

2meIp

eE0

=

√
Ip

2Up
(2.18)

with the electric field E(t) = E0cosωLt. It represents a ratio of the characteristic
atomic momentum h̄κ =

√
2meIp to the field induced momentum pF = eE0/ωL.

Defined in another way, it is the ratio of the time the electron travels the distance
b0 = Ip/eE0 moving with the atomic velocity vat =

√
2Ip/me. The value b0 is the

width of a static barrier created by the field E0, so τ = b0/vat = γ/ωL is the time
of flight under the barrier or the Keldysh tunneling time, which will be discussed
further down.

2.2.3 Multi-photon and above threshold ionization

An atom can be photoionized by absorbing a single photon whose energy is higher
than or equal to the ionization energy of the atom. A different process, multi-photon
ionization (MPI), results from the simultaneous absorption of several photons and it
was introduced in physics due to the theoretical prediction of two-photon transitions
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and the discovery of the laser. It happens in a strong laser field when the photon
energy is lower than the ionization potential of the atom, so that single-photon
ionization is absent, and the Keldysh parameter in this regime is γ � 1. This process
is schematically shown in figure 2.4. This highly nonlinear process is described with

Figure 2.4: Multi-photon ionization by absorption of N photons of energy hν and
above threshold ionization by absorbing N+S photons. V(x) is the atomic potential
shown without the laser field (blue line) and with the laser field (dashed red line).
Taken from[6]

an N-photon ionization rate:
ΓN = σN · IN (2.19)

where σN is the N-photon ionization cross-section and I the laser intensity. For
higher intensities the non-perturbative regime of MPI is called above threshold ion-
ization (ATI). ATI is the case where the bound electron absorbs more photons than
the minimum number required to reach the ionization threshold. Excess photons
(red arrows) are absorbed , which was unexplained since a free electron cannot ab-
sorb photons because of the law of momentum conservation. But it has been shown
that the electron absorbs photons while it is still in the Coulomb field of the parent
ion which provides momentum transfer. The photoelectron energy spectrum con-
sists of equidistant peaks separated by the photon energy. The ATI-rate originating
from the absorption of N + S photons is proportional to:

ΓN+S ∝ IN+S (2.20)

2.2.4 Tunnel and barrier suppression ionization

The limit γ � 1 is known as the tunneling domain. The Coulomb potential V(x) is
tilted by a strong enough electric field of the laser, where a potential barrier is formed
through which the electron can tunnel, as shown in Figure 2.5. The γ � 1 limit
denotes that the oscillation period of the laser field is much longer than the Keldysh
tunneling time of the electron. The tunneling limit is often called the quasistatic or
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Figure 2.5: Schematic diagram of strong-field photoionization for γ � 1 illustrating
a) tunnel ionization and b) barrier suppression ionization.Taken from [6].

adiabatic regime of ionization, where time can be treated as a parameter. The most
commonly used method to describe the tunnel ionization is ADK-Theory where it
can be shown that significant ionization happens during a single half laser cycle and
predominantly around the electric field peak corresponding to the lowest barrier.

Barrier suppression ionization (BSI) (or over-the-barrier ionization) occurs when
the laser electric field is higher than the characteristic electric field of the atomic
system and hence the ground state is no longer bound. The initial wavepacket
escapes classically over-the-barrier as sketched in Figure 2.5. The critical intensity
necessary to achieve barrier suppression ionization can be expressed as:

IBSI [W/cm
2] = 4 · 109(Ip[eV ])4Z2 (2.21)

where Z denotes the charge state of the atom or ion (for ionization of neutral atoms
Z equals one). The formula is taken from [6]. This shows that even with the most
intense lasers it is not possible to fully strip heavy elements.

2.3 High harmonic generation

When a linearly polarized short laser pulse with a high enough intensity interacts
with noble gases, odd harmonics of the fundamental frequency emerge as a sequence
of attosecond pulses in the time domain. Noble gases are used because of their large
binding energies. The harmonic spectrum is depicted in figure 2.6.
In the three-step model description of high-order harmonic generation (HHG) an
electron is first liberated from an atom through tunnel ionization, accelerated by the
laser field, and subsequently recombines with the parent ion, emitting any excess
energy as a high-energy photon, which is depicted in figure 2.7 a) and b). Described
in detail, first the electron tunnels through the barrier around each oscillation peak
of the laser electric field when the potential barrier is the lowest and thus the ion-
ization rate the highest. A laser pulse of many optical cycles creates wavepackets at
different instants which thus all have different trajectories, but few-cycle pulses cre-
ate wavepackets only around the peak of the field where the ionization is significant.
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Figure 2.6: Schematic of high-harmonic spectrum with the pertur-
bative regime, plateau region and the cut-off region with the highest
photon energy. Taken from [6].

The free wavepacket is propagating away from the ion until after a quarter of the
laser period it is pulled back by the laser field because the electric field had reversed
its direction. The highest-energy portion of the wave packet re-collides with the
bound-state portion of the same wavepacket near the second zero crossing of the
laser field (counting from the wavepacket’s birth) as shown in figure 2.7 c) by gray
arrows, and results in the emission of highest energy (cut-off) soft X-ray photons.
Worth to mention is also that the returning wavepacket is heavily chirped and its
duration is about 1 fs, which is longer than the duration of the originally released
wavepacket.

This semiclassical three-step model is based on the single active electron (SAE)
approximation, where it is assumed that only one electron participates in the ion-
ization of the atom or molecule by a low frequency field. Other electrons screen
the nucleus introducing an effective single-electron potential. This approximation
is most applicable for noble gases, where multielectron exicitation energies are large
compared to the laser frequency and single excitation energies.

To better understand the quantum nature of the process it is argued that the
continuum part of the returning electron wavefunction can interfere with the bound
part of the same wavefunction. This interference results in fast oscillations of the
electron density as illustrated in fig. 2.8. The dipole moment of the atom induced
in this way contains these fast oscillations in one of its terms, which is described
more in [7]. Since the maximum energy of the returning electron is Wmax = 3.17Up,
the maximum emitted photon (cut-off) energy is given by:

Ecut−off = Ip + 3.17Up (2.22)

where Ip is the ionization potential of the atom and Up is the ponderomotive energy
of the electron in the laser field. For NIR and IR lasers, Wmax can reach hundreds
and thousands of eV, respectively. Quantum mechanically, photons are emitted with
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Figure 2.7: a) Schematic of the first step of the three step model, where a Coulomb
potential is suppressed around the crest of the strong field, and the electron can
tunnel through the potential barrier or be set free by BSI. Atoms exposed to a few-
cycle pulse emit one or several wave packets near the pulse peak, depending on the
peak intensity (relative to the ionization threshold) and the C-E phase ϕ. b)The
freed electron is moved away from the atomic core and after a quarter cycle pulled
back by the field that had reversed its sign. It can then recollide with the parent ion
and one of the processes that follow is the emission of a soft X-ray photon. c) The
highest-energy (cut-off) X-ray photons are emitted near the second zero crossing of
the laser electric field (counting from the wavepacket’s birth). With ϕ = 0 (cosine
waveform, blue line) they are temporally confined to one single burst, whereas ϕ =
π/2 (sine waveform, red line) yields two bursts of comparable amplitude. d) The
spectral distribution of the emitted ’cut-off’ X-rays is continuous or modulated quasi-
periodically, respectively. Taken from [8]

energies even above the classical cut-off energy, where the intensities are exponen-
tially decreasing as the photon energy grows. In this range the temporal chirp is
practically negligible, which means that by filtering the highest energy photons by a
bandpass filter isolated attosecond bursts are produced for a cosine-shaped few-cycle
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Figure 2.8: The recolliding continuum part of the electron
wave function ψc interferes with its ground state part ψg,
and this is shown at two instants, t and t+ π/Ω. Top and
bottom images are the real part of the total wavefunction
and the electron density, respectively. Interference causes
density oscillations which induce a dipole moment of the
atom. Taken from [7].

driving pulse.

2.3.1 Phase-matching

For phase-matched HHG in an ensemble of atoms the phase velocities of the fun-
damental driving laser, and the harmonic light, must ideally be matched. Phase-
matched signal ensures that harmonic emission from many atoms over an extended
medium adds together coherently. This is achieved only with a stabilized CE phase,
with minimal phase variation for a fraction of the laser cycle within which the elec-
tron can return. In HHG the nonlinear medium is ionized as harmonics are emitted,
which results in a varying index of refraction and therefore dispersion. Without
phase-matching, the evolution of the electric field due to geometrical and nonlinear
dispersion leads to a variation in the moment of birth and re-collision of the elec-
tron. There is a geometrical Gouy phase that results in a dynamical change of CEP.
Therefore the geometry of the interaction medium setup is important, where we
have an HHG cell which minimizes the curvature of the laser and HHG wavefront,
which leads to a phase-matched output.

2.4 Autoionization

Fano’s theory of configuration interaction [9] describes a bound state |ϕ〉 which is
embedded within a set of continuum states, and it is modified by this interaction.
In this work, this so-called autoionizing state is a bound state involving excitation
of one inner-shell electron or two electrons whose total excitation energy is above at
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least the first ionization threshold. The state becomes unstable against ionization
with one electron being extracted. From Fano’s time-independent theory one can
get a quantity called reduced energy variable of the autoionizing state:

ε =
E − E0

Γ/2
(2.23)

where E0 and Γ are the position and width of the resonance, respectively. Another
quantity called the asymmetry parameter q describes the asymmetric Fano line shape
(see figure 2.9), which results from the interference between the direct transition to
the continuum and the transition to the autoionizing state.

q =
〈Φ|D|g〉

π · V ∗E〈c|D|g〉
(2.24)

where |g〉 is the ground state, |c〉 is a set of continuum states, |Φ〉 is the modified
bound state, D and V ∗E represent the electromagnetic and configuration interaction,
respectively. The q parameter is a measure of importance of the direct transition
from the initial state to the continuum states compared to the transition via the
autoionizing state. High q means weak direct transition and hence symmetric line
shape since the interference is minimized. The relative transition probability is given
by

|〈Ψ|D|g〉|2

|〈c|D|g〉|2
=
|q + ε|2

1 + ε2
(2.25)

In the literature, the minimum of the line is usually referred to as a window, because
of the appearance of such resonances in photographic spectra, and the term is a
useful one because it avoids confusion with other types of minima in the absorption
cross section.
In the extreme case q=0, which means that the transition via the autoionizing
state is suppressed, while finite configuration interaction still occurs, the destructive
interference causes the relative transition probability to always be smaller than unity.
The corresponding state is called a window resonance. Far from resonance the
relative transition probability is approaching unity, therefore the bound state can
only impact the surrounding continuum states within the autoionization width.

The minimum of an autoionizing line is at zero in the cross section in the simple
case of a resonance interacting with a single continuum. This is preserved when a
Rydberg series of autoionizing resonances interacts with a single continuum but the
minimum is shifted when more continua are present. For this reason, it is desirable
to study autoionizing resonances and the interactions between them just above the
first ionization threshold, where the number of open continua channels is minimal.
The absorption cross section of an autoionizing resonance is given by a Beutler-Fano
profile

σ = σa
|q + ε|2

1 + ε2
+ σb (2.26)

where σa and σb represent two parts of the cross section that correspond to the tran-
sitions of the continuum that do and do not interact with the discrete autoionizing
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Figure 2.9: The Fano line shape cross section (eq.2.26) shown for different q parame-
ters as a function of the reduced energy ε, where for q=0 it is an inverted Lorentzian
line shape representing a window resonance. Taken from [16]

state, respectively. A correlation coefficient ρ2 gives the portion of the continuum
which interacts with the autoionizing state

ρ2 =
σa

σa + σb
(2.27)

2.5 Autoionization in a strong field

When an autoionizing resonance is exposed to a strong field, non-perturbative effects
such as Rabi cycling are expected to occur. An effective Rabi frequency is defined,
which directly incorporates autoionization because the modified bound state is used.
More is found in [10]. Interference effects due to mixing with continuum are encoded
into the Rabi frequency. This makes a difference between the strong-field driven
dynamics of an autoionizing from that of a bound state.
The case of strong coupling of two autoionizing states is shown in figure 2.10 . In
general, |a〉 and |b〉 are assumed to be coupled to different continua. A second
radiation field couples the two states. Other transitions from the bound states to
different continua are also happening as shown by arrows. Coupling to different
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continua can be neglected for moderate intensities.
In our case we have an approximation in which one of the fields is weak while the

Figure 2.10: Schematic of two autoionizing states coupled to electromagnetic fields.
D and V denote electromagnetic and configuration interactions, respectively. The
shaded areas are the continua to which the states are coupled. Taken from [10]

other is strong. This situation means that very few atoms are excited per unit time
from the ground state |g〉 to |a〉, and further processes are determined by the strong
field. In a weak field the transition probablility per unit time is time-independent.
If we have a long enough interaction time and we have a certain q value we can see
that the line shape of an autoionizing resonance is a function of intensity, where one
effect is a shift of the minimum of the line with intensity increase. The intensity
modifies the interference between channels by affecting some transitions but not the
configuration interaction. The shifting of minimum is viewed as a separate effect
from ac Stark shifting. For weak fields, transition probability per unit time is linear
in the light intensity. When the field becomes strong, the process is not proportional
to the intensity anymore, the resonant states experience ac Stark shifts which can
become larger than Γ.

In the case of two autoionizing resonances which are excited by a weak field
and resonantly coupled by a strong field the interference between direct ionization
of |a〉 and ionization via |b〉 and its configuration interaction causes two peaks of
one resonance, appearing due to ac Stark splitting, to have unequal widths. As the
intensity increases one of the peaks continues to narrow while the other continues
to broaden. So of the two dressed states created by strong coupling one acquires a
short and the other a long lifetime against ionization. More is given in [10].
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2.6 Stark shift and laser-induced line shape change

The Stark effect is the shifting and splitting of spectral lines due to the presence
of an external electric field. Stark effect in a variable field differs greatly from the
analogous effect in a static electric field. In a static field the perturbation of a
non-degenerate bound atomic state reduces to an energy shift of that state. In
a monochromatic EM field the initial non-degenerate state is turned into a set of
energy states with the distance between adjacent levels equal to the photon energy.
The entire energy spectrum is shifted with respect to the unperturbed level. Another
distinction is that resonance can happen when the EM field frequency is close to the
transition frequency to another bound state. Even in a weak field the resonant level
may be significantly populated (saturation effect) and this is accompanied by the
splitting of both the initial and resonant level into two energy levels (Rabi effect).

An ac Stark shift normally refers to a cycle averaged energy shift of a state
induced by a monochromatic electric field. For a few-cycle laser pulse the cycle
averaged energy shift loses meaning since the intensity changes quickly from one
cycle to another, and the energy levels will instead undergo a time-dependent energy
shift. For a short pulse, the distribution width of the energy shift is inversely
proportional to the pulse duration. Therefore, the estimated Stark shift should
only reflect the energy shift averaged over the entire envelope of the NIR pulse.

Given the above we can argue that a short pulse cannot precisely control the
energy of a quantum system. Still, it can impose a phase onto a particular state at
a defined moment of time, which enables control of absorption dynamics in light-
matter interaction.

If we now consider our XUV-NIR pump-probe configuration, which will be ex-
plained in the next chapter, it can be assumed that to lowest order, one can ignore the
laser-induced change of the population of the XUV-excited bright (dipole-allowed)
state and only include a laser-induced modification of the bright state phase. The
light-induced phase (LIP) is dependent on both time and delay. The Stark shift
∆E(t, τ) of the bright state that results from the laser-coupling to nearby states is
the origin of this phase:

φ(t, τ) =

∫
∆E(t, τ)dt. (2.28)

More is found in [11].The light-induced phase gives rise to a phase shift of the time-
dependent dipole moment regarding to the XUV-only case. In the time domain, this
phase shift means that the response electric field that is generated in the absorbing
medium is no longer exactly out of phase with the driving XUV field. This means
that the absorption line shape will no longer be a positive and symmetric curve
centered on the resonance frequency, but it can generally have both positive and
negative values.
One should consider the simplest LIP, a constant phase φ, as proposed by Ott [12].
Christian Ott and others proposed that it might be possible to see a line shape
change from completely Lorentzian to completely dispersive and back again. This
has been shown both theoretically and experimentally for some autoionizing states
of helium [14].
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There a several few-level models to calculate the Stark shift. In [12] the pondero-
motive shift, which has been used later in the thesis, was proposed as the simplest
model. It works for non-resonant coupling of loosely bound states. The rotating
wave approximation (RWA) is more appropriate when the coupling laser is close to
resonance with the bright-dark state transition, which includes Rabi cycling of the
population between two coupled states, whereas second order perturbation theory
(SOPT) is more suitable in the far off-resonance situation.



Chapter 3

Experimental setup and ATAS
technique

3.1 Femtosecond laser system

Figure 3.1: A schematic of our ultrashort laser production process. Seed pulses
are produced in the oscillator, pass the stretcher and enter the multipass amplifier,
where a Pockels cell picks out every 20000th pulse to be amplified further in a 10th
pass through the amplifier crystal. Subsequently a grating compressor with four
additional TOD mirrors shorten pulses. Spectral broadening happens in the hollow-
core fiber filled with helium, and recompression is done with chirped mirrors and
fine tuned with wedges. Taken from [15]

Our laser system is called FemtopowerTM HR/HE CEP, manufatured by Femto-
lasers GmbH. It produces CEP stabilized, sub-20 fs pulses with pulse energy 3 mJ
with 3 kHz repetition rate.

21
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A sketch of the setup is shown in the figure. An oscillator system delivers already
CEP-stabilized lasers pulses shorter than 10 fs at 75 MHz repetition rates, with
pulse energies around 1 nJ. The pulses are amplified by chirped pulse amplification
(CPA) in the multipass configuration. The pulses from the oscillator are stretched
in time up to several picoseconds and are then propagated 10 times through an am-
plifying gain medium, which is pumped using a high power Q-switched pump laser.
Gain narrowing occurs, which means that only the central part of the spectrum is
efficiently amplified, so the spectral bandwidth decreases. After that the pulses are
compressed by a grating compressor, almost to their bandwidth limit < 20 fs. At
the cost of a lower rep rate 3 kHz, the pulse energy is increased from nJ to 3mJ. The
gain medium in both the oscillator and the amplifier is a titanium-doped sapphire
crystal (Ti:Al2O3 or Ti:Sa), able to amplify almost octave broad light, centered
around 800 nm. In order to compensate for dipersion of different optical elements
and the crystal, negative dispersive elements such as TOD mirrors and chirped mir-
rors are part of the setup. Environmental conditions (thermal and humidity drifts,
dust particles) affect the performance of the laser. A monitoring and control system
was set up for tracking parameters such as pump laser power along with its focal
spot profile, the spectrum of the oscillator pulses, etc.

To further shorten the pulse duration down to the few-cycle regime, the frequency
spectrum of the pulse needs to be broadened. Thus, the next part of our apparatus
is the hollow-core fiber whose purpose is to spectrally broaden the pulses. The laser
pulses are focused onto the entrance of a glass capillary in order to propagate with
high peak powers in the interaction medium over a long distance of 1 m. The fiber
is filled with helium from one side with a pressure of around 3 bar and differentially
pumped to the entrance side down to 10 mbar. Laser pulses of high peak intensity
on the order of 1014W/cm2 interact nonlinearly with the gaseous medium. After
that the spectrum is recompressed by using chirped mirrors and finally glass wedges
to fine tune the process by compensating dispersion. Due to the high density of
free electrons in the ionized medium, plasma-iduced spectral blue-shift occurs which
means that the spectrum is shifted to smaller wavelengths.
The following step is to characterize our pulses by performing a dispersion scan
(D-scan).In the D-scan method, the second harmonic generation (SHG) spectrum
of the laser is recorded as a function of the amount of glass the laser pulses pass
through, controlled with a pair of wedges. An example of a retrieved laser spectrum
is shown in figure 3.2. By knowing the input spectrum of the laser and the dispersion
characteristic of the glass wedges (fused silica), an algorithm extracts the spectral
phase of the laser pulse by fitting a calculated SHG spectrum to the measured
spectrum.

3.2 Attosecond pulses production

The production of attosecond pulses by high harmonic generation is challenging
process, but with time it became easier to perform with improvements in laser
characteristics and technological advances. This process has to take place under
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Figure 3.2: The D-scan measured wavelength spectrum of the NIR laser, with only
an approximately calibrated wavelength axis.

Figure 3.3: An illustration of beamline from the HHG cell to the XUV camera.
Figure by Max Hartmann.

vacuum conditions, due to the fact that XUV radiation is quickly absorbed by
a gaseous medium, being high energy radiation , above any ionization potential of
atoms and molecules. As a rule of thumb, a vacuum pressure of 10−3 mbar is enough
for neglecting absorption. At the HHG chamber entrance, the laser pulse energy
reaches approximately 1 mJ. With the beam focused by a sliver-coated spherical
mirror (f = 50 cm) down to ∼ 60 µm focal spot size at the HHG cell, peak intensities
around 1014 − 1015W/cm2 are reached. The HHG cell is a 2 mm inner diameter
stainless-steel tube with machine-drilled 150 m diameter holes for the laser beam to
pass through. The cell is filled with a noble gas, argon for the experiments presented
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in this thesis. Precision movement of the cell position along the propagation axis of
the laser, referred to as the z-axis, and tuning the wedges in front of the beamline for
maximum conversion efficiency, XUV light bursts emerge out of the HHG generation
region. A backing pressure of about 70 mbar is applied to the cell.
A motorized iris aperture is placed in the beam path of co-propagating NIR and
XUV pulses leaving the HHG chamber. Since the XUV beam has a much lower
divergence, it passes through pinhole of the iris, whereas the passage of a much
more divergent NIR pulse is controlled by the iris. The iris is opened in steps and
after a certain iris positon the whole beam is let through. This position is known
with some uncertainty. Intensity calibration has been performed in this thesis as a
function of iris position.
The interferometric mirror setup consists of two grazing-incidence mirrors. One pair
of flat mirrors, called the split mirror, that creates a time delay between the XUV
and NIR pulses, and another toroidal-shaped mirror to refocus both beams onto the
target position. The split mirror has a high reflectivity of the whole XUV spectral
range due to grazing incidence. The disadvantage of grazing incidence geometry
is the beam walk-off which is caused by the movement of the inner mirror. The

Figure 3.4: Beam walk-off caused by grazing-incidence geometry. The toroidal
mirror shown as a lens with 1:1 imaging geometry. The displacement of the fo-
cal spot in the imaging plane of the setup. The wave front is tilted by an angle
α = arctan(δw/f), where f is the focal length. Taken from [16]

displacement is given by the mirror movement d and grazing incidence angle Θ

δw = d · sin2Θ

sinΘ
(3.1)

Displacement implies that the geometrical overlap between the two beams’ foci is
being decreased for increasing time delay. This is the reason why we have a limited
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working time-delay range. There is also a wave front tilt, which implies a different
angle of incidence on the grating surface. The displacement can be compensated by
cell tracking, where the target cell position is changed by (1.0±0.1)µm with respect
to 1 fs time delay step. This value matches the theoretically calculated walk-off
value, where for ∆τ = 1fs a transversal beam displacement of ∆w = 1.13µm. More
is explained in [17].
Beam alignment is a very important step in the measurement procedure. It is done
with a He-Ne laser at first, and then with the driving laser. The HHG cell and
filter(see below) are moved out of the way. The spherical mirror in front of the
entrance to the HHG chamber and the toroidal mirror are adjusted for alignment.
There is a picomotor for precision movement of the toroidal mirror. The beam is
coupled out of the chamber by a mirror placed after the filter, to an improvised
screen where one can see the beam cross section and the shadow of the inner-outer
mirror gap. When it comes to alignment one makes small movements until the inner
mirror is lying exactly at center of the beam cross section for all iris positions. This
takes a lot of tweaking back and forth, of the two adjustable mirrors.

3.3 Kapton-aluminum filter characterization

Figure 3.5: a)3D model of the new filter design,
b)yellow transparent kapton tape from [18]

The old filter design consisted of a filter made of nitrocellulose and a small central
filter, where both were mounted on rings of appropriate size, coaxial and spatially
separated by a few mm. The filter holder was connected to a picomotor and linear
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feedthrough for movement control. In the new filter design a new material called
Kapton was used in place of nitrocellulose as the pellicle which filters the XUV
pulse and lets through most of the NIR pulse. It was mounted on an aluminum ring
(30x40 mm inner-outer diameter) and Kapton thickness is 7.5 µm. A 200 nm thick,
2 mm diameter aluminum filter which filters the NIR and lets through the XUV
pulse was mounted directly onto Kapton, coaxially in the center. This configuration
is an upgrade since it is a one-plane filter and no hole needed to be drilled in the
pellicle with a Q-tip, like before, and there are no beam diffraction effects on an
obstacle which used to be the small ring in the center. Also, a new linear drive was
bought and a filter holder designed. The drive now has a longer 150 mm range and
the filter holder has been made in a way to ease the handling of it in a chamber
filled with mirrors and cables. The holder supports four filters, vertically aligned.
The filter assembly can move along there axes for the purpose of alignment.

The role of the filter is to spatially separate the XUV and NIR laser pulses in
order to have them time-delayed one with respect to the other, where the time delay
is introduced by a split mirror right before the filter. The inner mirror movement
delays the central part of the beams by introducing a longer or shorter beam path.
The part of NIR beam from the inner mirror and the part of the XUV beam from
the outer mirror are to be absorbed by the two-filter configuration. The end result
is spatially separated time-delayed beams. The filter is aligned after beam align-
ment, by looking at the XUV spectrum on the camera, with the most counts, which
means that the most intense part of the XUV pulse reflected from the inner mirror
is coming through the aluminum filter. The 2 mm diameter of the aluminum filter
is the same as the diameter of the inner mirror, and the two are nearly equidistant
to the toroidal mirror. One can couple the beam out of the chamber on a screen
where one can observe the beam size and the shadow of the inner-outer mirror gap
and the aluminum filter. The filter is seen to completely cover the gap, which is
exactly what is needed for separating the light coming from the inner and outer
mirror. After going through the filter the beams keep converging to the same line
with both foci being inside the target cell. There is a known defect of the very thin
and fragile aluminum filter, called leakage, where little NIR light is going through
the filter due to micro-holes in it, which deteriorate with time. This is certainly not
negligible, which will be shown in the measurement data. There is also a possibility
of a small misalignment of the filter, which leads to the same effect as leakage, since
the NIR coming from the inner mirror is being transmitted through Kapton.

Kapton is a tough polyimide film withstanding temperatures up to 400C, with
widespread applications. The properties of our interest are transmission and disper-
sion of the material. The experimentally calculated refractive index and absorbance
curves are shown in figure 3.6. Kapton absorbs highly below 500 nm in the opti-
cal range, and has zero transmission in the whole energy range of our XUV pulse.
The transmittance is calculated by dividing the wavelength spectra from the D-scan
spectrometer scanned with and without Kapton, and the value is 80-90 % for almost
the whole pulse spectrum, which is sufficient. The GVD of Kapton was calculated
by extracting enough x and y values of the refractive index curve (fig) and trying to
reproduce the same smooth part of the curve by fitting 4th order polynomial. After
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Figure 3.6: Kapton a) refractive index and b) absorbance curves taken from [13]

getting the curve it is us in the formula:

GVD =
λ3

2πc2

d2n

dλ2
(3.2)

I find GVD to be 660 fs2/mm for the central wavelength of 730 nm. In the D-
scan evaluation, by Fourier transforming the spectrum from frequency domain to
time domain, where we get the temporal intensity of the pulse, the pulse length was
estimated by taking the FWHM of the curve. The smallest FWHM (shortest pulse)
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Figure 3.7: intensity profile a) without kapton and b) with kapton, retrieved from
the D-scan

Figure 3.8: Al transmission curve, taken from [19]

was chosen from a set of FWHMs given for each wedge position, where dispersion
was introduced by inserting the glass wedges in the beam path and moving them
along their whole range. We used the same Kapton filter, that is a duplicate, to
perform a D-scan with it. The plots in fig. 3.7 show the spectra with and without
Kapton. Using the formula for the pulse length change by a dispersive material

τout = τin

√√√√1 +

(
4ln2 ·GDD

τ 2
in

)2

(3.3)

which refers only to Fourier transform limited pulses and no third and higher order
terms in the spectral phase Taylor expansion, I get a pulse length of τout = 5.65fs
for the input value of τin = 4.9fs. When I compare it to the in situ estimated value



CHAPTER 3. EXPERIMENTAL SETUP AND ATAS TECHNIQUE 29

of 5.75 fs, I notice that the pulse is broadened further by higher-order dispersion of
Kapton for which there’s no formula to calculate the pulse duration change. The
broadening also comes from the HHG nonlinear medium, where is being ionized
as the harmonics are emitted, which varies the refractive index and dispersion is
caused. This tells us that Kapton introduces TOD and higher orders which are
significant when the pulse length approaches the optical cycle. Also the D-scan
spectra confirm this, since we can see a more pronounced pre-pulse with Kapton.
GVD of aluminum is negative below 50 eV, which can be used to compensate the
intrinsic positive chirp of attosecond pulses. Aluminum transmission curve is given
in figure 3.8.

3.4 XUV spectrometer

We own a high-resolution spectrometer for the XUV spectral range. It is a flat-field
spectrograph with grazing-incidence geometry. It consists of a variable line spacing
(VLS) grating. The grazing-incidence reflection grating disperses the entrance slit
onto a flat spectral plane. The imaging geometry is depicted in figure 3.9. There

Figure 3.9: The VLS grating spectrally disperses the light from the entrance slit
(target cell focal spot) onto the flat imaging plane across the distance L. The an-
gles α, β, γ denote the angle of incidence, the maximal and the minimal angle of
diffraction in the first order, respectively. Taken from [16]

are two gratings where one disperses wavelength range between 11 and 62 nm,
corrensponding to 20 to 110 eV, on a flat 110 mm wide image plane, and the other
one from 22 to 124 nm, corresponding to 10 to 56 eV. The XUV beam is dispersed
onto a CCD camera. The camera needs to be moved along the flat spectral plane
in order to encompass the whole energy range. A theoretically achievable resolution
of ∼ 27 meV is expected assuming that the size of the camera pixel is the limiting
element.

3.5 Data analysis and absorption spectroscopy

The measurement data is analyzed in the lab view program. It starts by calibrat-
ing the XUV photon energy axis. Known energies of the investigated states from
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literature are used in the calibration procedure. Lines are fitted by a function cor-
responding to a particular line shape, which in this case was the Fano line shape.
The next step in the analysis is to correct for the energy shift of absorption lines
with time-delay, that is due to the beam walk-off. The time-delay axis calibration
is explained in the next section, because it is done in helium, which represents one
possible calibration method. The following step is the calculation of the optical
density(OD) from the signal (with target gas) and reference (without target gas)
spectral intensity. It is given by

OD(ω) = −log10

(
ISIG(ω)

IREF (ω)

)
=
ρ · z · σ(ω)

ln10
(3.4)

which is directly proportional to the single-atom absorption cross section which is
proportional to the imaginary part of the refractive index , which in turn is directly
related to the polarizability and thus to the frequency dependent dipole response
function:

σabs(E) ∝ Im(d(E)). (3.5)

in the limit of a thin, dilute gas sample in which the absorption follows Beer’s law:

I(ω, z) = Ii(ω)e−ρσ(ω)z (3.6)

where the path length-density product ρz is a measure of the optical thickness of
the target gas.

Figure 3.10: In-situ calculation of the harmonic modulation spectrum. Taken from
[16]

A residual harmonic modulation is due to the intensity fluctuations of the recorded
spectra with time which are due to beam pointing instabilities and the highly non-
linear harmonic generation process. To reduce the effect of fluctuations reference
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spectra can be reconstructed from each obtained ISIG(ω) spectrum. Using a low-
pass Fourier filter, the harmonic modulation If (ω) can be directly retrieved from
each measured signal without the sharp asymmetric absorption lines, see fig. 3.10.
This If (ω) spectrum is scaled to obtain a reconstructed reference spectrum

IREF (ω) = If (ω) · exp[σABS(ω)ρl] (3.7)

with the known photo-absorption cross section in target gas. With this method the
noise is significantly reduced. As the plots are insensitive to non-resonant back-
ground absorption, ∆OD is shown instead of the absolute OD.

3.6 Theory of attosecond transient absorption spec-

troscopy

The word transient has its definitions in the dictionary, two of which are appro-
priate for its meaning here: 1.passing especially quickly into and out of existence,
2. passing through or by a place with only a brief stay. The timescale of nuclear
motion in molecules and phonons in solids is in the femto-to-picosecond regime.
Electron dynamics are naturally happenning on a timescale ranging from tens of
femtoseconds to less than an attosecond. Attosecond transient absorption (ATA) is
a new technique developed to take advantage of the attosecond extreme ultraviolet
(XUV) pulses to study the dynamics of the electron on its natural timescale, as
well as coupled electron-nuclear dynamics. The temporal resolution is a achieved by
controlling the time delay between the two ultrashort pulses and it is on the order
of tens of attoseconds in our experiments, while the spectral resolution is reflected
in the linewidths and other characteristic features of the recorded spectra. Para-
phrasing from [11], this technique takes advantage of the inherent phase coherence
between the NIR and XUV pulses that originates in the XUV generation process.
”Attosecond pulses can be precisely synchronized to the electric field oscillations of
an NIR probe pulse that is a time delayed clone of the strong harmonic-generating
NIR pulse” (from the same source), which is achieved by phase-matching.

Our transient absorption scheme is the one where the XUV pulse initiates dy-
namics in the gas first, while a time-delayed few-cycle NIR pulse modifies it via
coupling of the initially XUV excited bright (dipole allowed) states to nearby dark
(dipole forbidden) states. This time-dependent modification results in diverse fea-
tures in the absorption spectrum, some of which will be presented in this work. The
XUV pulse is considered to be a weak field, while the NIR pulse is the strong field
which has the ability to alter and control the electron dynamics. The polarization
of both NIR and XUV is linear and pointing in the same direction. The absorption
cross section is a positive quantity, but in a strong-field negative absorption may
also appear, and the definition of a cross section needs to be generalized to include
negative values.

Several theoretical approaches have been developed where bare-states, dressed-
states and time domain pictures are used to describe differents effects and calculate
the XUV absorption probability. The bare-states picture is used to describe Rabi
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oscillations between strongly coupled states and to describe the perturbation of one
bright state by one or more weakly coupled dark states. The dressed-states picture
uses the Floquet formalism, to describe light-induced states. Everything is described
in detail in [11].



Chapter 4

Intensity calibration

In this work the driving laser intensity is calibrated at the target focus position by
studying the intensity dependent changes in the helium autoionizing state in the
ATA spectrogram and comparing it to the simulated spectra, which I will explain
in this section.

4.1 Experimental procedure and physical descrip-

tion

The target gas is helium, where the gas pressure is 80 mbar. The time delay range
used is from -16 fs to 35 fs, where the negative time delay means that the driving
laser precedes the XUV pulse. The time delay step size is 170 as. The iris position
range used was from 67 to 60, with a step size of 0.5, and from 60 to 30 in steps of 5,
where the iris is being opened as the numbers decrease. I will define the iris position
with different numbers here. Iris position 70 (closed iris) will be 0 here, and the
values increase as the iris is opened, with the same step size as in the experiment.
I also want to point out that cell tracking of the walk-off has not been performed
in this experiment, which may have enhanced the effect of harmonic modulations
which are shown in fig. 4.1. One can especially see how the harmonics fluctuate and
shift quite a bit along the energy axis. The autoionizing states of doubly-excited
helium 2s2p, sp2,3+, sp2,4+, etc. were initially excited by the broadband XUV pulse,
and subsequently coupled to other states and the continuum by the NIR pulse with
controlled time delay. A level scheme of the autoionizing states is depicted in figure
4.2 I focus on the prominent 2s2p autoionizing state, first one in the Rydberg series
with an energy of 60.15 eV, and linewitdh of 37 meV. An Autler-Townes splitting of
this line was observed, which is a consequence of the resonant laser-coupling of the
2s2p state to the dark 2p2 state lying at 60.06 eV and coupling of this dark(dipole
forbidden) state to the sp2,3+ state. The line is split into a symmetric doublet, that
is centered on the field-free bright state. The sp2,3+ state shifts only slightly due to
a weaker coupling to the 2p2 state and due to additional 2γ coupling to the 2s2p
state which counteracts the 2p2−sp2,3+ repulsion. The larger bandwidth of the NIR

33



CHAPTER 4. INTENSITY CALIBRATION 34

Figure 4.1: The upper plot is a raw reference spectrum taken for time delay -16 fs
and and iris position 67, where an intensity fluctuation is clearly visible, and some
irregular structures. The lower two plots are the corresponding raw transmitted
spectra with target gas, one under the same conditions and the other for 5 fs delay
and iris 65.

pulse precludes the observation of spectrally well-defined absorption lines. Maximum
Autler-Townes splitting happens for a positive time delay when the initially excited
states are subject to the full NIR pulse.

4.2 Estimates of the central photon energy and

pulse duration at target position

Since we had a general problem of a fluctuating pulse spectrum and only approxi-
mately calibrated D-scan wavelength axis, and constant variations of pulse duration,
we had to estimate the central photon energy and pulse duration at target position
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Figure 4.2: Level scheme of the simulated spectra. The ground state |g >, the
autoionizing states |a >, |b >, |c > and the continua are coupled via the dipole
matrix elements dnm. The configuration interaction matrix elements Vε,n couple the
excited states with their corresponding continua. From [16]

of our driving NIR pulse . But we are still deprived of the knowledge of pulse band-
width. It is approximately given by the D-scan spectrum to be 0.5-0.6 eV , but
this is not reliable. We can perform a streaking measurement which would fully
characterize both the NIR and XUV pulses, at target position. So far, only one
such measurement has been performed in our lab, which didn’t provide us with the
parameters, but hopefully many more measurements will come and succeed.
The central photon energy of the NIR pulse is estimated by taking the energy differ-
ence between the higher-energy line of the doublet (see fig. 4.4) and the dark state
which is around (1.75 ± 0.05)eV. Also the Fourier transform along the time delay
axis gives Fourier energies, where there is a Fourier energy of 3.5 eV which should
be twice the photon energy since the 2s2p and 2s3p states are coupled resonantly
with two photons.
Pulse length at target position is different from the one measured with the D-scan
due the pulse broadening by the Kapton filter, and due to some extra dispersion in
the HHG medium. Therefore it needs to be estimated. For this, an in situ estimate
was performed. The 2s4p excited state exhibits a ponderomotive energy shift due to
the non-resonant coupling to the continuum by the NIR pulse. The acquired phase
shift ( given in [20]) that modifies the line shape is given by:

φP (t, τ) = 1/h̄

∫ t

0

UP (t′ − τ)dt′ (4.1)
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Figure 4.3: Helium doubly-excited 2s4p+ state situated at the NIR intensity 1.2 ·
1012W/cm2, the ponderomotive energy shift and line shape change visible

where UP = I
4ω2

0
is the ponderomotive potential, I is laser intensity and ω0 is the

central laser frequency. We use the dipole control model which says the full phase
shift occurs at the instance of the interaction τ . Figure 4.3 shows the TD scan of
the measured absorption spectrum of the sp2,4+. At the energy above 64.4 eV, this
state is close to the 2s1/2p1 ionization threshold of helium, and it’s strongly affected
by the NIR dressing field. The lifetime of the state is about 190 fs, much longer than
the expected pulse duration, which renders the dipole control model applicable. The
lineout is fitted by the imaginary part of Dipole response function:

Dτ (ω, τ) ∝


1− ei(ωr−ω)τ−Γ/2τ (1− eiφ(τ))

ωr − ω + iΓ/2
eiφ0 , τ > 0

eiφ(τ)

ωr − ω + iΓ/2
eiφ0 , τ < 0

(4.2)

The experimental spectrum is shown in the figure. One can fit the phase by an inte-
grated sech2 temporal profile, which fits the data better than the standard Gaussian.
This corresponds to a laser with a FWHM pulse duration of 5.75 fs.
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Figure 4.4: Symmetric Autler-Townes splitting of 2s2p doubly-excited state visible
in the time delay scan at 1.2 · 1012W/cm2 intensity. Largest splitting happens for a
time delay of 5 fs. More clearly visible in the zoomed in graph.
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Figure 4.5: Simulated TD scan of absorption spectra for the 2s2p
state with central photon energy 1.7 eV, zoomed in to more easily
spot the 3 fs time delay for the largest Autler-Townes splitting.
The peak intensity here is 2.25 · 1012W/cm2. The CEP was set to
zero and the spectra are convolved with the experimental detector
resolution.

4.3 Comparison of simulated and experimental

spectra

Numerical simulations were performed using a few-level model calculation. The
simulation is based on the coupling of four discrete states and their coupling to
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Figure 4.6: Simulated intensity scan for the 2s2p state with 1.7 eV NIR photon
energy and 5.75 fs pulse length , with OD cycle-averaged around time delay 3 fs.

Figure 4.7: Experimental intensity scan for the 2s2p state with OD cycle-averaged
around time delay 5 fs, with the iris position on the y-axis.

two autoionizing continua, where the Schrdinger equation is solved. The coupling
scheme is depicted in fig. 4.2.

The laser-induced couplings between each discrete state and the other respective
continuum is neglected. In the simulations two different pulse energies were used, i.e.
1.7 eV and 1.75 eV, to account for its uncertainty, and the estimated pulse length.
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Figure 4.8: Peak electric field plotted as a function of weighted mean photon energy.

Figure 4.9: Iris position as a function of weighted mean photon energy.
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Time delay for maximum Autler-Townes splitting was taken from a simulated time
delay (TD) scan, and the value is roughly 3 fs, for both simulations 4.5 The OD was
cycle-averaged over 2.6 fs (one optical cycle of the driving pulse) centered around
the 3 fs time delay, and it was convolved with a Gaussian function whose width
is roughly the camera resolution in the experiment, which is about 40 meV in the
observed energy range. On a side note, time delay zero is defined as the configuration
where the most intense XUV pulse coincides with the first zero-crossing after the
most intense half-cycle of the NIR pulse (see fig. 4.5). In the experiment it was set
by taking roughly the same position as in the simulated TD scan by looking at the
line modulations.

The next step is to compare the simulated and experimental absorption spectra
in order to calibrate the intensity. I chose to look at the 2s2p line itself as it shifts to
lower energies with increasing intensity, whereas the other line of the Autler-Townes
doublet (2p2 − γ) is weaker, and unfortunately in the experiment we can’t see it
shift much so it had to be neglected, fig. 4.7 I tried to look at the maximum of
the line, but many neighboring data points for different field strengths couldn’t be
resolved. That’s why I decided to take the weighted mean value of energy in the
energy interval from 59.7 eV to 60.18 eV, where I was able to get a proper curve,
electric field strength versus weighted mean energy, fig. 4.8.

A third line appears in the spectrum at some field strength, which is lying in
between the two lines of the doublet. Therefore I had to cut off the curve ( fig. 4.6)
where this line appears and then extrapolate it to higher field strengths, which is
not very accurate. In the experiment the time delay for largest splitting was 5 fs,
and the OD was cycle averaged around it, where the experimental intensity scan was
retrieved. The weighted mean energies were calculated and plotted as a function of
iris position, shown in fig. 4.9

4.3.1 The calibration curve

The final step is to read off a set of energy values from the plot and read off the
electric field strength from the simulation plot corresponding to that set of energies.
The electric field strength (in atomic units) is squared and multiplied by a factor
3.509 · 1016W/cm2 to get the peak intensity in SI units. The final plot is intensity
versus iris position, shown in figure 4.10 The fit seems to work well in the steep
area of the curve, but for iris positions smaller than 4 and greater than 12 the fit is
not reliable. In the end I chose the red curve corresponding to 1.7 eV photon energy.
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Figure 4.10: NIR peak intensity as a function of iris position, calculated using 2
simulated photon energies with 1.7 eV (red line) and 1.75 eV (blue line). The fits
(solid lines) are shown together with data points.



Chapter 5

Argon measurement

This is the main part of my work, and it is about investigating the autoionizing
states of argon, called window resonances, by attosecond transient absorption.

Argon is a noble gas which was discovered in 1894 by Lord Rayleigh and Sir
William Ramsay. Argon makes up 0.94% of the Earth’s atmosphere and is the third
most abundant atmospheric gas. The electron configuration of argon is 1s22s22p63s23p6,
with 18 electrons in total. Its atomic radius is about 20 nm. The ionization energy
of argon is 15.76 eV, and of A+

r is 27.63 eV.
The motivation for choosing argon window resonances is due to the fact that

these states have only been investigated once with this technique, since the atten-
tion was turned to principally helium and other rare gases and molecules. I already
introduced window resonances in the section on autoionization, and now I’ll talk
about them in detail.

5.1 Argon window resonances

It turns out that the shapes of resonances - their line profiles and symmetries -
are strongly affected by overlaps in energy with other resonances and interactions
between them. A study of the line shapes is therefore a powerful method of under-
standing inter-channel interactions, i.e. physical processes which couple resonances
to each other.
Argon autoionizing window resonances series involves excitation of an outermost
inner-shell 3s electron to an autoionizing state. The series is denoted by 3s3p6np(n ≥
4). The energy region of this Rydberg series is 25− 29.3eV . The resonances result
from the decay of the excited discrete state Ar∗ 3s3p6np into the continuum state
Ar+ 3s23p5 + e−(εl). The continuum can also be reached by direct photoionization,
and the two possible paths interfere which produces the characteristic Beutler-Fano
line shape, eq.2.26. Detailed measurements of the shape of this autoionizing series
were done using absorption with photographic detection (Madden et al 1969, Baig
and Ohno 1986), ion mass spectroscopy (Sorensen 1994) and electron impact stud-
ies (Wu et al 1995). These resonances have been calculated using many-body per-
turbation theory, multichannel quantum-defect theory, the R-matrix and K-matrix

43
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methods, etc. Theory shows that the shape of the resonances is extremely sensitive
to electron-electron correlations.

Measurements by ion mass spectroscopy induced by synchrotron radiation were

Figure 5.1: a) Ar+ ion yield 3s23p6 → 3s3p6np → 3s23p5εl(l = 0, 2) resonance
series, measured with 20 meV resolution. b) n=4 resonance fitted by a convoluted
Fano profile. Taken from [21].

performed in [21]. The photoion spectrum is shown in figure 5.1. It is very ad-
vantageous to be able to construct a parametrized equation which may be fitted
to the measured resonances in the figure. In their case the 3s window series was
fitted by a variation of the pure Fano profile which is a convolution of the Fano
profile with a Lorentzian line shape, which represents the nonzero photon width
of the synchrotron light. The resolution they had was 20 meV, which is the only
extra parameter used for the convolution. A fitted 4p resonance is shown on the
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bottom plot. It becomes more difficult to fit these curves as n increases, since in-
strumental effects become more pronounced as the resonance width decreases and
the resonances become closer in energy. In order to give a clear representation of
these resonances I have made a table of the different parameters of the states, which
I have taken from [22], where there is a comparison of different measurements and
calculations. I also added the dipole forbidden dark states that were excited by fast
electron impact [23]. I am rounding up the values here to the second decimal. It

Figure 5.2: Resonance energy, linewidth Γ, and the corresponding lifetime of 3s
window resonances and a manifold of ns an nd dark (dipole forbidden) states in the
same energy range. Taken from [22]

is also noteworthy to say that the line shape parameters of window resonances are
all negative with values q ⊂ (−0.1,−0.3), whereas q parameters of dark states have
high positive values q=1.5 and q > 10.

5.2 Experimental procedure

Before the measurement can start, the experiment needs to be set up, starting by
checking the performance of the femtosecond laser system. The next step is to look
at beam cross section by a camera and determine its focus position which corre-
sponds to the beam focused at the entrance of the hollow-core fiber. The focus
position varies due to thermal effects in the femtosecond laser production, thus the
laser always needs some time to warm up and stabilize, which usually takes one day.
After the focus position is not fluctuating anymore, the laser is ready to go through
the fiber, where a power meter is placed at the exit of the fiber. In order to get the
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best fiber performance, its position needs to be tweaked with micrometer precision,
where highest peak power is wanted, which is usually around 3.5 W, for the new
fiber that has been installed. Right after that, a spectrometer fiber is placed at the
exit of the fiber to observe the spectrum in real time. The fiber is removed and beam
alignment is checked by looking at beam spot on the mirror after the fiber. Then the
beam is brought to the chirped mirrors array and it goes through the wedges, and it
is deflected to travel towards the D-scan spectrometer. A D-scan is performed where
the retrieval algorithm shows the temporal intensity profile and best pulse duration.
The next step is deflecting the beam towards the HHG chamber, where on the way
an ND (neutral density) filter attenuates the beam by 3 orders of magnitude, in or-
der prevent any damage that such a powerful laser pulse can inflict. The next thing
is beam alignment which I described in the experimental setup chapter above. After
that, the ND filter is removed and the HHG cell is positioned in the beam path by
precision movement, where laser focus should be slightly after the HHG gas inside
the cell. Harmonics were produced in argon, which was both the HHG and target
gas. Vacuum inside the chambers is maintained by turbo pumps, whereas a backing
pressure of 70 mbar of the HHG argon gas was adjusted to the value for best high
harmonics, which can be monitored on the camera image. Also the wedges positions
were adjusted for the highest number of counts. The image is that of a reference
spectrum of the produced attosecond XUV pulses, so the next step is driving the
target cell in both beam foci which takes place in the experimental chamber. Argon
as target gas is introduced inside the cell, with a pressure of about 33 mbar, which
was adjusted for the best signal. The target cell was moved to compensate for the
beam walk-off. The target cell positions were adjusted for the TD scan by looking
at the signal from the time delays at the boundaries and in the middle of the range,
and fitting a linear curve of target position versus time delay. The final step is to
put the Kapton - aluminum filter in the beam and adjust it by looking at the highest
number of counts on the spectrometer, which means that the most intense central
part of the XUV beam is impinging on the aluminum filter, which makes it aligned.
The peaks are visible in the transmitted spectrum. The integration time was set to
3 s.
In order to start the measurement parameters need to be set up for scans. The iris
position was scanned from 68 down to 58, in 0.5 steps, which translates to 2 - 12
in the new notation. This corresponds to intensities between 1011. A TD scan was
done for each iris position twice for time delays between -16 fs and 52 fs, which is
a range of 68 fs, where the negative time delay means that the driving laser comes
before the XUV pulse. The time delay step size is 170 as, which corresponds to
a mirror movement of 0.1 µm. The pulse duration from the D-scan was measured
to be about 4.9 fs, which was estimated above in the helium measurement to cor-
respond to a pulse duration of 5.75 fs at the target cell position. A pre-pulse is
certainly present due to the Kapton dispersion which I evaluated in this work. The
total duration of the measurement was about 17 hours.
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5.3 Preliminary results of the measurement

In this section I present the evaluated preliminary results of the second measurement
done on window resonances of argon in the group. The first measurement was
performed by my colleague Paul Birk earlier this year, which has been only partly
evaluated, which I will refer to briefly in the text.
In data analysis I had two data sets, due to the repeated TD scans. I separated
them and at the end of data analysis I combined them by taking the mean value of
them. I also compared all three absorption spectra, two separate and the resulting
mean one, and they all seem to match more or less with no significant deviations
and all the same effects are seen in every one of them. Further analysis was therefore
done only with the mean absorption spectrum. Data analysis procedure is described
in the section above. The raw spectrum is shown in figure 5.3. The peak of the

Figure 5.3: Raw transmitted XUV spectrum shown for the lowest intensity 1.5 ·
1011W/cm2 and 10 fs time delay.

first resonance in the series should be large compared to the peak of the second
resonance, which is seen in figure 5.1. In this measurement this is not the case, but
the peaks are of similar height as shown in fig. 5.4, where for certain parameters
the highest peak becomes the second one in the series. The first measurement, done
earlier this year doesn’t show such behavior, but a very large first peak, which should
be the case. So far I haven’t found a proper explanation for this, but there could be
propagation effects in the medium due to pressure.
Energy axis calibration is done by taking the tabulated values of resonance energies
shown in table 5.5. The peaks were fit by a Fano line profile fit function, and the
grating equation for the low energy grating, which was used in the experiment, was
implemented in order to complete the energy axis calibration. With the calibrated
energy axis I tried to estimate the linewidth of the resonances by looking at the
FWHM of the peaks. The data set for the minimum intensity was used and the
most negative time delay in order to exclude the broadening of the linewidth by the
NIR laser. The estimated value of the linewidth of the first resonance is around
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40 meV, which is twice smaller that its known natural linewidth of 80 meV. For
the second resonance the estimated linewidth is 25 meV which is still smaller that
its natural 28.2 meV linewidth. In the measurement earlier this year the linewidth
of the first resonance has the right value of around 80 meV, and the linewidth of
the second resonance is estimated to be around 50 meV, which should represent
the resolution of the grating spectrometer in this energy range. Another fact is
that there are six clearly visible peaks in the spectrum, as compared to seven or
even eight peaks from the earlier measurement. In the raw transmitted spectrum
in figure 5.3 there are clearly visible harmonics which appear to be both even and
odd harmonics, judging from the known energies of the resonances. The distance
between the harmonics from the energy calibrated spectrum is found to be about
1.7 eV, i.e. one NIR photon energy. The time delay had already been calibrated

Figure 5.4: Lineout of the TD scan for a -10 fs TD for the lowest intensity used.

Figure 5.5: Energies and linewidths of window resonances taken from [21]

with helium. Corrections of skewness of the spectral lines due to walk-off were done.
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Figure 5.6: XUV absorption spectra of the lowest-lying 4p resonance at intensities
1.5 · 1011W/cm2 and 2.1 · 1011W/cm2, respectively. Negative time delays mean that
the NIR pulse is arriving on the target first. Different oscillations are visible together
with line broadening, shifting and splitting.
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Figure 5.7: XUV absorption spectra of the same resonance at intensities 4.4 ·
1011W/cm2 and 1.2 · 1012W/cm2, respectively.
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It was corrected by looking at the line of the 4p state for the lowest intensity, but
there is a negligible skewness left when the intensity increases. In further analysis
the Fourier filtering technique is used as usual, but a disadvantage of this technique
is that the absorption line profile is not preserved in the area of the outer parts of
the line around zero ∆OD, which can be visible in figure 5.4.

The retrieved absorption spectra are shown in figure 5.7. If one takes a look at

Figure 5.8: Lineout of the second graph of the previous figure at the resonance
energy of 26.61 eV.

the lineout of the graphs for the negative time delays, the line is shifting slightly
to lower energies as the intensity grows, where the shift is increasing as the time
delay approaches zero. In the third graph the line starts shifting back and forth to
a slightly lower energy simultaneously with the oscillations in OD. The line shape
starts to significantly change in the third graph at around 20 fs time delay, where the
line starts broadening as the time delay increases, and for largest delays its linewidth
increases by about 50%. The line broadening increases with intensity. Already in the
fourth graph the absorption line starts splitting at around 15 fs, where a very broad
and distorted line emerges at roughly 35 fs delay. Another conspicuous feature is
line weakening which is significant already in the third graph. It starts happening at
a time delay of -2 fs, with the limit gradually moving towards -5 fs with increasing
intensity. The signal drop due to weakening is clearly visible in a lineout at the
resonance energy of the fourth graph, shown in fig. 5.8
Since oscillations of lines with changing time delay of different frequencies are

present throughout the whole measurement, it is important to find out what the
oscillation frequencies or Fourier energies are. Therefore, a Fourier transform is
performed of the time delay axis, and part of the Fourier spectrum is shown in
figure 5.9. When we are looking at the first resonance, it oscillates not only with
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Figure 5.9: Fourier transformed spectrum of the time delay axis for the intensity of
2.1 ·1011W/cm2. Strongest oscillations appear at a Fourier energy of 1.5 and 1.7 eV,
which is roughly one NIR photon energy. Slow oscillations of below 0.5 eV are also
apparent. The second resonance starts oscillating more with higher intensity.

the shown Fourier energies, but also with 2.05 eV and even from 0 eV to nearly
1 eV for higher NIR intensity. These oscillations have two different origins, non-
resonant coupling of states to continua and resonant coupling to other autoionizing
states, with the NIR laser photons. The Fourier energy should represent the energy
difference between the initial and final state in the coupling of states.
When it comes to resonant coupling, there is a manifold of dark states to which the
bright states couple, whose energies are given in table 5.2. Dark state 4d is lying
1.7 eV above the 4p state and they are thus resonantly coupled. I mentioned earlier
in the thesis that our aluminum filter has leakage which is causing some of the NIR
light to go through it, and these photons are not time-delayed with respect to XUV
photons. Therefore some dark states, both ns and nd states, are initially populated
by a transition with one XUV and one NIR photon. After a time delay another NIR
photon resonantly couples the 4d dark state to the 4p resonance. Also an oscillation
is visible at 2.05 eV Fourier energy which suggests resonant coupling to the higher-
lying 5d state which is 2.02 eV above the 4p state, with the assumption that this
energy is within the NIR laser bandwidth. Since the NIR laser imposes a time
and time delay dependent phase, eq. 2.28, on the dipole moment of the decaying
bright state, constructive or destructive interference can be caused between the
decaying dipole phase and the so-called light induced phase, which manifests itself
in oscillations of the optical density as a function of time delay. The oscillations
appear even at negative time delays , such as −9 fs, which may be to due a pre-
pulse that is certainly present in our NIR laser, due to Kapton dispersion as shown
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earlier. Therefore population transfer from one state to the other is happening,

Figure 5.10: XUV absorption spectrum of the 4p resonance at intensity 5·1012W/cm2

. The line is splitting further, and it is getting broader and weaker.

where the amplitude which quantifies the population is a function of time delay. If
we try to look at other possible coupling schemes, there seems to be no possibility of
a ladder, lambda or vee-type coupling of bright states given all the known states and
a limited NIR bandwidth. There is always a possibility of two-photon coupling of
two states (no intermediate state) that are far enough apart, which is not accounted
for in the latter statement.
If we look at the slow oscillations of below 0.5 eV, they should come from Raman-
like non-resonant coupling to Ar∗+(3s3p6εl) continuum whose threshold is around
29.3 eV , where NIR photons of different energies participate in the coupling.
Since the 4p state is more deeply bound than the 5p and 6p states with respect
to the Ar∗+(3s3p6εl) continuum, coupling only to this continuum means that the
4p state should be less affected by the NIR laser, which is just the opposite in
the experiment. This proves that resonant coupling to dark states is the dominant
coupling mechanism.

Now, when the intensity increases the 4p state is getting ionized, where the
splitting of the line starts to increase and include a larger time-delay range, seen in
figure 5.10 . But, for the highest intensity used in the measurement the line appears
again, but with a different line shape, which you can see in figure 5.11. The line
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Figure 5.11: Absorption spectrum of the 4p state at the intensity of 5 · 1012W/cm2,
where a change to a Fano line shape is seen. Lineout of the graph at TD=9 fs is
shown below.

has a Fano line shape similar to that of the above described helium autoionizing
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Figure 5.12: XUV absorption spectra of the second resonance state 5p at intensities
1.5 · 1011W/cm2 and 1.2 · 1012W/cm2, respectively.
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Figure 5.13: XUV absorption spectra of the same resonance at intensities 5 ·
1012W/cm2 and 5.4 · 1012W/cm2, respectively.
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Figure 5.14: XUV absorption spectra of the higher-lying window resonances starting
from the 6p state at intensities 1.5 · 1011W/cm2 and 5 · 1012W/cm2.
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Figure 5.15: Absorption spectrum at intensity 5.4·1012W/cm2, with the correspond-
ing Fourier transformed spectrum.
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states. This line shape is kept for most of the positive time delays, but it is lost and
suppressed at some time delays due to oscillations.

The second window resonance in the series, at the energy of 28 eV, is shown in
figure 5.13. This line exhibits much less broadening than the already seen 4p line.
The line starts splitting at intensity 3.9 · 1012W/cm2 which is higher intensity than
in the case of the first line. The line shifts to higher energies for a more positive
time delay. This line also has oscillations with Fourier energies below 0.5 eV and 1.5
and 1.7 eV, where I would use the same arguments for these oscillations as for the
above described 4p resonance. The only problem is that there are no known dark
states that this resonance could possibly couple to in the energy region of one NIR
photon energy away from the line. This oscillation with Fourier energy of 1.7 eV
hints that in some way the first two window resonances are coupled.

Finally, the higher-lying resonances are shown in figure 5.14. Almost no changes
or oscillations at weaker intensity are visible for all the higher-lying states starting
from the 6p state. However as the intensity increases the lines start shifting, broad-
ening and even splitting at some positive time delays. The oscillations start being
more pronounced, where at highest intensity they start oscillating at Fourier energy
of 1.5 - 1.7 eV, which is shown in figure 5.15.

As I said in the introduction of the chapter, there exists only one scientific
paper [24] that has published experimental results on argon window resonances
with ATAS, and I will introduce it here. The research of this paper represents a first
measurement of time-resolved autoionization of atoms with ATAS, which make it a
pioneering experiment.

The differences between our work and theirs, apart from the experimental setup,
are in that they have an isolated attosecond pulse, they have different NIR pulse
parameters, with 1.65 eV central photon energy and 6 to 8 fs long pulses. Their
spectrometer resolution was estimated to be 50 meV by using the 5p peak (Γ=28.2
meV) as a reference.

In fig 5.16 c) the transmitted XUV signal at the energy of the unpreturbed peaks
4p and 5p is plotted as a function of the delay. When the XUV and NIR overlap
temporally the transmitted signal is minimized. The asymmetric weakening of the
signal is fit very well using a cross-correlation of an exponential function with the
state lifetimes and a Gaussian beam. As you have noticed from the lineout in fig.
5.8 our transmitted signal shows a different behavior where there is a dip at a small
negative time delay, and the transmitted signal is not recovering much at large time
delays.
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Figure 5.16: Transmitted XUV spectra of argon with a peak NIR intensity of a)
5 · 1011W/cm2 and b)1012W/cm2. Negative delays mean that the XUV pulse is
arriving on the target first. c) and d) Transmitted signal(solid) near the 3s3p64p
and 3s3p65p states for the intensites above, respectively, and calculated exponential
decay convolved with 4.5 fs Gaussian for best fit(dashed). Taken from [24]
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Figure 5.17: a) Level scheme of argon autoionizing states. The blue arrows indicate
the attosecond XUV excitation of the ground state to the 3s3p6np states and to
the Ar+(3s23p5εl) continuum. The red arrows indicate the driving laser coupling
between the autoionizing states and Ar∗+(3s3p6εl) continuum or to 3s3p6nl autoion-
izing states. The configuration interaction (green arrows) couples all autoionizing
states to the Ar+ continuum. b) Autoionization decay modified by laser-induced
coupling to the Ar∗+ continuum. Ionization by the NIR field truncates the de-
cay, shortening the lifetime of the state. c) Same decay modified by NIR-induced
coupling to 3s3p6nl states. Rabi oscillation between the two states results in ac
Stark-like splitting. Taken from [24]



Conclusion

A one year’s work on the Master’s project and thesis has been presented in the
past sixty pages. The main focus of my thesis was to probe the autoionizing states
of argon, which came out to be successful with some peculiarities that are ubiq-
uitous and natural to the measurement process. Some measurement parameters
should have been changed to improve the measurement. As you have read, different
sorts of complications with the measurement apparatus can arise, which is why one
should take a great deal of attention and focus when it comes the performing such
a measurement. Since there wasn’t enough time to more thoroughly evaluate this
measurement which was only done a little more than a month ago, I presented a
mostly hypothetical description of the effects observed, where there are many ques-
tionable statements and occurrences in the data. The data seems to partly agree
with the data from the published measurements on these states, although there are a
lot more effects in this measurement. There is also a possibility of performing a few-
level simulation in order to compare it to the experimental data, which didn’t turn
out to reproduce a good match for the published measurement in argon. Hopefully,
many more new measurements are going to happen, what can help to clarify the
complex strong-field driven electron dynamics of many-electron atoms. Within this
work, an in situ calibration of the driving laser intensity has been performed, which
followed the earlier developed method of calibration, with slight modifications. It is
shown that the method is not the most accurate, where it is difficult to estimate the
exact uncertainty of some pulse parameters like photon energy and pulse duration
at target position. We should thus take advantage of the possibility of streaking in
the lab in order to better characterize our laser pulses, which turns out to be key
thing and a foundation for understanding transient phenomena happening on the
microscale of the building blocks of matter.
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